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Ctrl+Alt+Care

A 17-year-old Mumbaikar's new Al-powered
chatbot offers an empathetic approach to

seeking help against cyberbullying

DEVASHISH KAMBLE
dgvashsh kamgie@m»d'day.com

IT'S hardly surprising that Ar-
tificial Intelligence has made
its way into the city’s class-
rooms. Students are turning to
ChatGPT as their undemand-
ing homework buddy, and as
mid-day reported earlier this
week, colleges too are gearing
to use Al to evaluate students
this academic year. Amid this
Al tug of war, Fla Inamdar, a
17-year-old Mumbaikar, feels
another age-old problem could
use an Al relook. Her new pro-
ject, CyBud, is an empathetic
chatbot that acts as a student’s
confidante and advisorin cases
of online and real-life bullying.

“I wanted to create a buddy
who listens empathetically
and keeps your secrets safe.
While most schools have in-
house counsellors, there is a
certain stigma attached to
consulting them. [fyour
peers find out you've
paid the counsellor’s
office a visit, you risk
becoming the target
of gossip,” says Inam-
dar. "It is crucial for
young people to expe-
rience empathy early on.
We're cheering for Fiaas she
sets out to make a difference,”
her mother Parul reiterates. A
coding enthusiast fluent in pro-
gramming languages like C++
and Python, the student has
combined her two passions to
build the chatbot.

We decided to give the chat-
botatest run, posingas aschool
student who had faced bully-
ing from classmates. The bot
responds with an empathetic
message, followed by practical
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Fia Inamdar (right) works
on the Al chatbot.
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steps to take, We were advised

to document details and tim-

ings of each incident, whether

or not we planned to report

it to the authorities. The

chatbot also helped us

with a national help-

line to reach out to.

“This is what sets

the chatbot apart

from simply talk-

ing to a service like

ChatGPT or Gemini.

We have carefully trained

our model to put empathy

above everything else,” Inam-
dar informs us.

Inamdar’s insights come
from her stints with mental
health assistance platforms
like Mind Temple and Brush of
Hope. In 2022, she co-founded
Mind Over Matter, a support
group for those grappling with
mental health challenges. “We
discovered that it wasn't just
children, but also senior citi-
zens who were anxious about
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speaking up
about  digital
wellbeing" she
reveals. A large-
scale survey by
HelpAge earlier this
year revealed that 65 per cent
of India’s senior citizens re-
main confused by concepts like
OTPs, biometrics, and online
authentication.

With digital arrest scams
on the rise, as this newspa-
per has consistently report-
ed over the past year, where
senior citizens are emotion-
ally coerced into sharing sen-
sitive details, we decided to
test how the chatbot would
respond in such a situation.
The chatbot instantly recog-
nised we were walking into a
scam, and advised us to stop
interacting with the individ-
ual on the line. A message at
the end, lauding us for being
cautious, feltlike a reassuring
pat on the back.

While the chatbot main-
tains a calm, composed tone
during regular interactions,
it is also equipped to handle
emergencies. With the nature
of bullying constantly evolv-

Teens can find it hard to open up about social media
trolling and bullying. ILLUSTRATION/ISTOCK

‘Deepfakes

are a growing
threat. They can
ruin someone’s
reputation within
minutes, and
cause immense
mental distress,’
Fia Inamdar

ing, crises can emerge with-
out warning. “Deepfakes are a
growing threat. They can ruin
someone’s reputation within
minutes, and cause immense
mental distress,” she reveals.
When we sought “immediate
help”, the chatbot promptly
switched gears and helped us
with active helplines.

The chatbot is freely acces-
sible, and guarantees full data
confidentiality. The young
innovator’s project receives
our thumbs up, especially
in times where we're forced
to outsource empathy to
‘artificial’ intelligence.
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’ I'm here (o liston ond support you. Bullying ks
never okay, and you don't deserve 10 be
treated this way.
If you feel comiortable, you can share what ’
happenad with me, and I'll o my best to
guide you on how 10 handie the situation.

Remember, you con slso report the incident
o

* Your schoot authorities, such as a teacher
or principel

* A trusted adult, lice & parent of guardian
* The National Child Helpline at 1098

Next stops for you:
1. Takk 10 SOMEONE you trust about what

happenod
2 Write down the detalls of tha incicent,

Don't worry, I'm here to help you. It's
likedy a scam, and you're taking tha right
step by Daing Cautious.

These types of messages ure often used

personal or financial information via
message co¢ call.

To stay saf:
.

ing with the iCil
number immadiately.

* Do not share any personal of financial
Information.

I'm here 1o support you. it's completely
understandable 1o feel that way. in indis,
thare are several resources avallable for
immediate mental heaith assistance. You
<an roach out fo:

* Vanaravala Foundation (1880 26562
348

* AASRA (91 22 2754 0669)

* Sneha (91 44 2484 0050)

These heiplines are confidential and
avaliabie 24/7. You can also consider
online counseling secvices like YourDOST
or Batter Help

Next steps:
1. Cati one of the haipines for immedciate

dates and times. . authontic e ongoing support
A Considar reparting the Incident 1o your W%Wb::‘m.mm 3. Remember, your mental health is
school of the helpline for support. directly. Important, and seeking help is a sign of
strengtn,
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The chatbot provides a solution to a query

about classroom bullying

Senior citizens who are unsure about online
scams can consult the chatbot

Adistress message during our test run
elicits a list of helplines




